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A lgorithm is a step by 

step procedure that 

frequently involves repetition 

of an operation to solve logical 

and mathematical problems. 

The words 'algorithm' and 

'algorism' come from the name 

of a Persian mathematician 

called Al-Khwarizmi.

Accountability as per 

Microsoft AI principles, 

algorithms and the people 

who write them should be 

responsible or answerable for 

their impacts. Accountability 

is a foundational principle, 

along with transparency.



Bias measures how 

inaccurate the model 

prediction is in comparison 

with the true output. It is 

an error that results from 

erroneous assumptions made 

to simplify the training 

process. High model complexity 

tends to have a low bias.

Binning is a feature-

engineering task. It is the 

process of grouping 

individual data values into a 

smaller number of "bins" or 

groups according to defined 

criteria. The most frequent 

example is binning values for 

age into categories like 20-

39, 40-59, and 60-79.

Batch inferencing is the 

process of generating 

predictions on a batch of 

observations. The batch 

jobs are typically generated 

on some recurring schedule. 

These predictions are then 

stored in a database and 

can be made available to 

developers or end users.





C ompute target - Azure is a 

designated compute 

resource/environment where you run 

your training script or host your 

service deployment. This location 

may be your local machine or a cloud-

based compute resource. Using 

compute targets makes it easy for 

you to later change your compute 

environment without having to 

change your code.



Correlation is a statistical term 

that is used to study the strength of 

a relationship between two, 

numerically measured, continuous 

variables. The correlation coefficient 

is a dimensionless metric and its value 

ranges from -1 to +1. The closer it is 

to +1 or -1, the more closely the two 

variables are related. If there is no 

linear relationship at all between two 

variables, then the correlation 

coefficient will certainly be 0.



Discrete features are 

discontinuous and can take only 

definite values from a set of 

possible values. In ML discrete 

features are commonly in the form 

of nominal – with no numerical 

relationships between labels, 

ordinal – ranked or sorted, and 

binary – can only be one of two 

labels.

Datasets are resources for 

exploring, transforming, and 

managing data in Azure ML. A 

dataset is essentially a reference 

that points to the data in 

storage. It is used to get 

specific data files in the 

datastores. One point to always 

remember is that they are not 

copies of the data but references 

that point to the original data.



Deployment is an ML 

process of integrating the 

model to an existing 

production environment so 

that it takes in an input to 

return an output. It makes 

predictions from a trained ML 

model available to other 

users.



Deep learning is a subset of ML 

where ANN algorithms inspired by 

the human brain learn to perform 

classification tasks from large 

amounts of data. It is referred to as 

DL because the neural networks have 

deep layers that enable learning and 

can achieve state-of-the-art accuracy 

sometimes exceeding human-level 

performance. DL is the key technology 

behind driverless cars, voice control in 

consumer devices.











Gaussian distribution is a 

probability distribution which 

accurately models a large number of 

phenomena in the world. In machine 

learning, it may be used to find non-

linear regressions as well as to 

reduce dimensionality by identifying 

which dimensions of a dataset have 

larger variance and thus may 

contain more useful information.

Generative Adversarial 

Networks(GANs) are generative 

models: they create new data instances 

that resemble your training data. Two 

deep networks are trained 

simultaneously by an adversarial 

process. A generator (the artist) learns 

to create images that look real, while a 

discriminator (the art critic) learns to 

tell real images from fake.

Gain and Lift charts are used to 

evaluate the performance of 

different classification models. They 

help to find the best predictive model 

among multiple challenger models. 

The higher the lift (the further up 

it is from the baseline), the better 

the model. Gain > 1 means the results 

from the predictive model are better 

than the random model.



Gradient Clipping is a technique 

to prevent exploding gradients in 

very deep networks. A common way 

for gradient clipping is rescaling 

gradients so that their norm is at 

most a particular value. With 

gradient clipping, pre-determined 

gradient threshold is introduced, 

and then gradient norms that 

exceed this threshold are scaled 

down to match the norm. 

Gradient descent is an 

optimization algorithm used to 

minimize some function by 

iteratively moving in the direction 

of steepest descent as defined by 

the negative of the gradient. In 

machine learning, we use gradient 

descent to update the 

parameters of our model.



Historical data is collected 

data about past events and 

circumstances pertaining to a 

particular subject. It includes 

data generated either manually 

or automatically and it is 

commonly used as a basis for 

forecasting the future data or 

trends.

Histogram is a data 

visualization technique commonly 

used in ML that represents the 

frequency distribution of a 

continuous variable. Histograms 

plot data by splitting into 

intervals called bins whose areas 

are proportional to the 

corresponding frequencies.

Hyperplanes are decision 

boundaries that help classify data 

points. Data points on either side 

of the hyperplane can be 

attributed to different classes. 

The dimension of the hyperplane 

depends upon the number of 

features. The most common 

example of hyperplanes in practice 

is with support vector machines.



Instance is a single object 

from which an ML model is learnt 

or used for prediction. In ML, an 

instance is described by a number 

of attributes including feature 

vectors, class label etc. Some ML 

models use more complex instance 

representations like having a 

relation between instances or 

parts of instances.

Inductive learning is a learning 

procedure of machine learning, 

during which the system tries to 

induce a “general rule” from a set 

of observed instances. In other 

words, we learn the model from 

raw data, the so-called training 

set.

ImageNet is a large visual 

database designed for use in visual 

object recognition software 

research. More than 14 million

images have been hand-annotated 

by the project to indicate what 

objects are pictured and in at 

least one million of the images, 

bounding boxes are also provided.











Layer is the highest-level building 

block in deep learning. A layer is a 

container that usually receives 

weighted input, transforms it with a 

set of mostly non-linear functions and 

then passes these values as output 

to the next layer. Some common 

types of deep learning layers include 

input layers, convolution and fully 

connected layers, activation layers, 

pooling layers, and output layers.

L2-regularization is a 

technique that penalizes models 

to prevent overfitting, it adds 

an extra term to the cost 

function, a term called the 

regularization term.

Lasso regression is a type of 

linear regression that uses 

shrinkage. Shrinkage is where 

data values are shrunk towards 

a central point, like the mean. 

The lasso procedure encourages 

simple, sparse models. it is well-

suited for models showing high 

levels of multicollinearity or 

when you want to automate 

certain parts of model selection.









MLOps is based on DevOps

principles and practices that 

increase the efficiency of 

workflows. For example, continuous 

integration, delivery, and 

deployment. MLOps applies these 

principles to the machine learning 

process.



Markov Decision Process is a 

reinforcement learning model of predicting 

outcomes. It is a mathematical process 

to model decision-making in situations 

where outcomes are partly random and 

partly under the control of a decision-

maker. It does not assume knowledge of 

an exact mathematical model. However, 

the Markov decision process incorporates 

the characteristics of actions and 

motivations.

Modeling is the process 

of training a machine 

learning algorithm to predict 

the labels from the 

features, tuning it for the 

business need, and validating 

it on holdout data.





















https://deepai.org/machine-learning-glossary-and-terms/supervised-learning
https://deepai.org/machine-learning-glossary-and-terms/vector
https://deepai.org/machine-learning-glossary-and-terms/neural-network
https://deepai.org/machine-learning-glossary-and-terms/activation-function


PyTorch is a free open-source 

ML library based on the Torch 

library released under the modified 

BSD license. Developed by 

Facebook’s AI research lab, 

PyTorch is a strong player in 

artificial intelligence and deep 

learning and is primarily used for 

computer vision and NLP.









Recall also known as sensitivity, is a 

measure of how a model correctly 

identifies True Positives (TP). It is 

the fraction of the number of positive 

predictions that were correctly 

identified from the total positives i.e. 

Recall=
True Positives

True Positives+False Negatives



Regularization is the process 

which regularizes or shrinks the 

coefficients towards zero. In 

simple words, regularization 

discourages learning a more 

complex or flexible model, to 

prevent overfitting.

Reliability and Safety is an AI 

principle that aims to ensure that AI 

systems reliably operate in accordance 

with their intended purpose 

throughout their lifecycle. This 

includes ensuring AI systems are 

reliable, accurate and reproducible as 

appropriate. AI systems should not 

pose unreasonable safety risks, and 

should adopt safety measures that 

are proportionate to the magnitude 

of potential risks.





SPAIC is the most partying 

community among those who learn, and 

the most learning community among those 

who party. The name of the community 

refers to the Secure and Private AI 

Udacity scholarship where most of the 

scholars that founded this group met, 

although the starting of Spaic was in the 

Intel Edge AI Scholarship and the 

community continued to exist in Microsoft 

Azure ML and Nutanix Scholarships.





Softmax is a function that turns a 

vector of K real values into a vector of 

K real values that sum to 1. The input 

values can be positive, negative, zero, or 

greater than one, but the softmax

transforms them into values between 0 

and 1, so that they can be interpreted 

as probabilities. If one of the inputs is 

small or negative, the softmax turns it 

into a small probability, and if an input is 

large, then it turns it into a large 

probability, but it will always remain 

between 0 and 1.





Sensitivity is defined as the 

proportion of actual positive cases 

that was predicted as positive by our 

model. In simple terms, it is the ratio 

of true positives to all positives. 

Sensitivity is also known as recall or 

true positive rate. It has the 

formula:

Sensitivity=

True Positives

True Positives+False Negatives



Storytelling is the practice of 

building a narrative around a set 

of data and its accompanying 

visualizations to help convey the 

meaning of that data in a 

powerful and compelling fashion. 

It is considered the most 

effective way to share business 

information and drive outcomes.

Supervised Learning is a subclass of 

machine learning in which a desired 

model predicts the label for yet-unseen 

data. Supervised machine learning is 

analogous to a student learning a 

subject by studying a set of questions 

and their corresponding answers. After 

mastering the mapping between 

questions and answers, the student can 

then provide answers to new (never-

before-seen) questions on the same 

topic.





Transfer Learning is a machine 

learning method where a model 

developed for a task is reused as the 

starting point for a model on a second 

task. In transfer learning, we take the 

pre-trained weights of an already 

trained model (one that has been 

trained on millions of images belonging to 

1000’s of classes, on several high power 

GPU’s for several days) and use these 

already learned features to predict new 

classes.



Storytelling is the practice of 

building a narrative around a set 

of data and its accompanying 

visualizations to help convey the 

meaning of that data in a 

powerful and compelling fashion. 

It is considered the most 

effective way to share business 

information and drive outcomes.

Supervised Learning is a subclass of 

machine learning in which a desired 

model predicts the label for yet-unseen 

data. Supervised machine learning is 

analogous to a student learning a 

subject by studying a set of questions 

and their corresponding answers. After 

mastering the mapping between 

questions and answers, the student can 

then provide answers to new (never-

before-seen) questions on the same 

topic.





Unlabeled Data is a designation 

for pieces of data that have not 

been tagged with labels identifying 

characteristics, properties or 

classifications. Unlabeled data is 

typically used in various forms of 

machine learning.



Vectorization is a technique by 

which you can make your code 

execute fast. It is a very 

interesting and important way 

to optimize algorithms when you 

are implementing it from 

scratch. vectorization turns a 

piece of text into a vector. A 

vector is simply an array of 

numbers.

Visualization of Data is the 

graphical representation of 

information and data. By using 

visual elements like charts, graphs, 

and maps, data visualization tools 

provide an accessible way to see 

and understand trends, outliers, 

and patterns in data.



Voilà (Jupyter) is a new Python 

package and a recent addition to the 

Jupyter Notebook ecosystem, which 

can turn any Jupyter notebook into 

standalone web applications. It 

allows conversion of Jupyter

Notebooks into interactive 

dashboards that can be shared with 

others. It is secure and customizable 

thus, allowing control over what 

readers experience.



https://en.wikipedia.org/wiki/Machine_learning
https://en.wikipedia.org/wiki/K-nearest_neighbor_algorithm


WaveNet is a deep autoregressive 

model for generating human-like 

voices, where raw audio is fed as 

input to the model then it takes the 

speech synthesis to another level. 

The technique generates relatively 

realistic humanlike voices by directly 

modelling waveforms using a neural 

network method.

Weights are learnable 

parameters of a machine learning 

model. Weights control the signal 

(or the strength of the 

connection) between two neurons. 

In other words, a weight decides 

how much influence the input will 

have on the output.



Word2Vec is one of the most popular 

techniques to learn word embeddings

using shallow neural networks. It is a 

statistical method for efficiently 

learning a standalone word embedding 

from a text corpus. Word2Vec was 

developed by Tomas Mikolov, et al. at 

Google in 2013 as a response to make 

the neural-network-based training of 

the embedding more efficient and since 

then has become the de facto standard 

for developing pre-trained word 

embedding.



Xperiment is a logical container 

in an Azure ML Workspace that 

helps you organize the model 

training process. It hosts run 

records which can include run 

metrics and output artifacts 

from your experiments.

XGBoost is an open-source software 

library which provides a gradient 

boosting framework for C++, Java, 

Python, R, Julia, Perl, and Scala. It 

aims to provide a "Scalable, Portable 

and Distributed Gradient Boosting 

(GBM, GBRT, GBDT) Library". It 

runs on a single machine, as well as 

the distributed processing 

frameworks Apache Hadoop, Apache 

Spark, and Apache Flink.







Z-score also called a standard 

score gives you an idea of how far 

from the mean a data point is. 

But more technically it’s a 

measure of how many standard 

deviations below or above the 

population mean a raw score is.
Zero-padding, in convolutional 

neural networks, refers to 

surrounding a matrix with zeros. 

This helps preserve features 

that exist at the edges of the 

original matrix and control the 

size of the output feature map.

http://mlwiki.org/index.php/Hypothesis_Testing
http://mlwiki.org/index.php/Normal_Distribution

