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1 (ccmmw i a metric for the

1 ‘ooouw’mlailiw as per

exalnation of classification
models and 15 calenlated as the
aumber of correctly classified

V\/\icrgsoﬁ AT principles,
algorithms and the people
who write them should be

4 NN, designed oy Alex

rems divided by the total
number of items w the fest
- set. Ranges from O (least

rasPomsilal@ or answerable for
fr\/]@lr Impacts. Acconntability
IS a foundational privciple,

?@cogm'\Jr\ovx Challenge on

acourate) o1 (most
accurate).

along with transparency.

Hrat of the ruvmer “p.

A lgorithwm is a step by

step procedure that
frequently involves repetition
of an operation to solve logical
and mathematical problems.
'T\/]@ words 'algorithm’ and
algorisim’ come from the name

— of a Persian mathematicion
called Al-Kihwarizmi,

1 {vxovvmlq Detection 1S A

1 ‘lame’ s the wame of a

Vrizheveky. I competed n the
Ivvm@@N@Jr Large Scale Visnal

September 30, 2012, The
nework achieved 4 +op-5 error
of 15.3%0, more Thaw 10.% =
S| percentane points lower thav

machine learving rechnidue
hat identifies events of
ohservations that vary
s\@m’\ﬁmvﬁlq from the majority
of the data. Eosentially, \T
sssumes that the majority of
entities are normal; anything
+Hhat differsis av anowmaly.

Machive | ‘
earning) |

X ! S an

+Ezm+w tha+ automates
Pmc@@:ﬂr@ Vm&lnime learnin
e ls It mtelligently +eot
. Ple algorithins aud S
! :jerpammaﬁ—ers 1 parallel

returns the beort one ;




+rained wmodels are NoMoneneouns, <

’B agong Nelps reduce

overfitting for models that +ewnd

+o have nigh variance and nses

- andom subsampling of the ‘ |
Fraining 4t 70 sroduce & V49 === jobs are typically generated

la ateh inferencing is the

process of generating
predictions on a bateh of
observations. The batch

of traived models. The resulting on sowme recurrivg schedule.
" These predictions are thew

while the final prediction Is M stored in a database and

con be wmade available to

aNErane prediction from
developers or end users.

ndividnal models.

Bivmiw@ s a feature- ==

ia okeh 1S av interactive

visualization liorary for
modern web browsers. Tt
provides quick, eleaant, and
inrteractive plots, dashboards,
and darta applications with
high-performance
teractivity over very large
or streaming datasets.

ewaineering task. Tt is the
process of arounpivo
mdividual data values into a
simaller vumber of "bins" or
gronps according o defined
criteria. The most freduent
example 1s binning values for
ane into categories like 20-
24, 40-59, and eD-79.

la 1as measures now

maccurate the model

prediction is in comparisov

with the true output. It is

an error that results from
erroneous assumptions made

to simplify the training

process. High model complexity =
tends to have a low bias.

]8 005ting is a machine

learning techvique +hat -
reduce Hhe bige

traived Machine

tries +¢
Ln this Process, -
learning

modcls(weak learners) combine
their outputs +4 Produce
another Vmodel(erromg learver),

Learving is done <¢
each vew lear

01M6w+iall\4: =
Ver correc+s errors

- Trom their previeys learners
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]B aes Rule also kneywny as Bayes’s

theorem descriles the Probability of ay
ovent, based on prior kwowlcdqe of
conditions Hyga+ might be related + the
ovent. For example, if the risk of
d@\/@lopiw@ heakth problems s known +o
crease with 96, Baves's theorem alloys
the risk +o an ndividual of 4 known aoe +o
be assessed more accurately Hhan Simply
ASsUMIng that +he individual IS typical of
the population as a whole. The formula is:

P(AB) - ?(BQ?)B??(AJ




C lassification 1S a supervised

. -
C lustering 1S an uMsupervise
machine learming approach that = 9

C ompute instance - Azure

: : ‘ roach that i
: dota nto machine learning approac | 4 )
cateqeriees” Sf; mc@mcorvvx@d oW segreqates data ponts to groups s o fully-managed clond based
classes. LT tat d@ Ed (clusters) such that data Fouﬁ% 1 workstation ﬂ/Wr aives o )
vort SJr:MOJWdeafa The ontput 7T the same group are more similar A00ESS T NArIonS ‘i\]@\/@lop\mem 3
MNSTrUCTUre ~ ‘ e in other onments, suoh as
from a classification problem 1> compared o Mfra ol | of a o +elooks where vou
ceqorical: binary (two oroups. Essentially, The goat of Jup:pror Notewo *o
= oaJr@@O'dm)\ ¢ multi-class (more clusering problewn is o MAKIMES start writing your La =
coteqories (jr@ —— both intra-clunster similarty and .| Science Code. |
HAATIRAD BT inrer-cluster differences. s .
- C/ovnp(/me target - Azure is a C/ onfusion matrix is a +able C/oer function measures
___designated compute s e + =
reso@mrc@/ environment where vou run that allows \/‘SMI‘er\icv.\c;i\o\Q m’gjj‘j{%m“”@@ of an ML
your trainivg script or host your performance of a classit! Tor given data, Ttis 4 -
service deployment. This location podel on 4 56t oF TE5T MMJO\\”NV\ J‘:;W\@ma( opresentation of
= may be vour local machive or a clond- which the frue values are Vllo s = @ error between the -
: T+ Nas two rows and Two colnvmv pPredicted value angd the actual
based compute resource. Using ‘ £ £aloe poSitivES value. T Ua
compute taraets makes i+ easy for with the wamber o (EN), true used c\o +6 Most commonly
ou to later change qour compute (FP), false negatives / tives X f“””'"“ for linear  —
: i : psitives (TP), and true negati regression is the root mean
environment without having +o P

cthavge our code. (TN). « sauared error (RMSE),



C\mﬂa(ﬂ' ic o software application

used +o conduct an on-line chat =
conversation via text of text-to-speeih, i
= — i lien of srovidivg direct contact with a
live uman agent. Designed To = 7
convingingly simulate the way 4 himan &
would behave as a conversational
partver, chatbot systems typically

Sy

C/ovarmvwe is a stafistical ferm requive continvons tuning ond testing, C

2 : i ‘ \ ‘ orrelation is a st

ot indicates the direction of the 2‘2@;3222&”;&@?2@ V:QVQZ‘K‘FMMG‘MM@ el . statistical term |
inear relationship between TWO ‘ : L fhat is used to stud
I P ndustry standard Turing Test. a relationship b@erci\: TN}V@M@W of

variables. Y direction we meaw if the
 yariables are directly Proporﬁovml or
mversely Proporﬁovml +6 each other.
(Iucreasing the value of one variavle
might have a posSitive of 4 negative
impact on the valune of the other |
variable). In probability, covariance 1s \{Mmlales are related, Tf there is vo
the measure of the jout probability llm@qr relationship at all between two
for +wo random variables. variables, then the correlation
coefficient will certainly be 0. -

mmm@ricall\{ measured, continnons
yarlalal@s\ The correlation coefficient
1S a dimensionless metric and its value
ranges from 1 to +1. The closer it is
to +1 or -1, the wmore closely the two




D ata au«@vvx@vumﬂow s the D "
AT E atastore is a lajer of

process of nsing computer e
algorithms or other synthetic W\; oring, transforming, and ——— Jbstraction over th ted
means o increase The size of & naging data n Azure ML, A 0 SUPP
dotacet is essentiall Azure storage Services. I+ stores
A & irerfenange All +he information needed o

collected dataset. As WML al oritihms :
7 === that poiuts to the data v
connect to a parficular storage

become Wore resistant 1o
: : storaoe. Tt |
sverfitting when they are traived Ago. LT 15 used to get ‘ : .
~ with vvxor@@dam i+ is possible o - specific data files in Jr\/]?a service and it provides the answer
significantly increase the size of a —— datastores. Ove point fo always o the very importairt qAesTiox of
Aaraset by Aransforming existing - remember is that they are vot now owe can connect M a SEELY |
—  dota o create additional data. copies of the data but references « - e AT BT 7 [0
7 | = that point +o +he origginal data - Yheir data. Tt 15 am nereased -
= —D : . _level of security. |
— i50r6+6 f@a—['mr@ i )
discontinu - 3 ata drift occurs when +here i
definite \/Z([AS v can take ol hange in input 4 e
possible \/Q[MGS Gl S()er of Overtime, this ata for a wmodel,
ues. In ML discrete dearad S c'/m”@@ results |
features are commouly | -_— ation v the model' i
of nominal — with Wy o s performance. Comm oaers
- no numert : ‘ on ¢ ; o=
i elationships bet erical thanges in upstreg auses include
s dival wee labels, natural drift 4 M process,
— ravked or sorted, and thange iu mla/ﬂaml/]&imalim, and
onship betwee
1

binary — ¢
lala@l: an only be one of two features, Dataset+ :
: 2 Up to detect data O{V;:(;CTFOVS are se+



D ata poisoning 1s 4

conflicting attack that
manipulates the +rainivg
dotaset with the intention of
controlling prediction behavior
of +he trained model n a way
 that the boundary labels S
into the desired class and not
e required class.

[ eployment is an ML

process of integrating the
model +o an existing
production environment so
that i+ takes v an input to
return an output. Tt makes

predictions from a trained WL &+,

model available to other
nsers.

E ecision trees are non- | ) ‘ -
eepfakes are synthetic media v

parametric supervised learning =
algorithms nsed for both
Alassification and regression Tasks.

which a person in an existing 1mage
o Video is replaced with someone
clee's likeness. While the act of

nift

=" The main idea is to find descriptive——
features which contain the most
nformation r@@md‘\m the target

faking content 1S not new, deepfakes -
leveraoe power{ul +echnidues from
machine learning and artificial

feature. Decision Tree IS vaade up
of a root vode, nterior nodes, and
leaf odes commected Y bromehes.

| intelligewnce to manipulate or =
nenerate Visual and andio content
with a high potential To deceive. = —

D’\mews\owahw reduction 1S -Dﬁcisiom vonndary

the +ransformation of dota persartace i Yls é =
from a high-dimensional space the underlyin at partitions

o a low-dimensional space 6 nto +wo 56‘[‘5@ vector space -
Hhat the low-dimensional —— Class. The M;;V]L@ For‘@acm
representation retains some classify all e ler will

meavingful properties of the Side of +1e degi polnts on one

original data, deally close Yo =————1 as belonging Jroslov; boundary

it intrinsic dimension. all Hrose on eroo‘/fm&@’fsgdawd

v slde as

b@lomgimq to the other class
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_Daap learving is a subset of WML

where ANN algorithms uspired by

the human brain learn to perform
classification tasks from larae
amounts of data. Tt is referred to as

DL becanse the neural networks have
deep lavers that ewable learning and
com achieve state-of-the-art accuracy
sometimes exceeding human-level
performance. DL is the key techvology
behind driverless cars, voice control in
consumer devices.

D esigner - Azure Machine

Learning is a Visual-first
ewvironmewnt that has modules for
Aota Fravsformatiov, model
traiving and evalnation and lets
you create and publish WML
pipelines Via a drao av@ drop
wrerface withont needing to
write a single lne of code.




. a1 a low-
~ ‘ ;w\\a@do\m@ 1S a4
EMN stopping 15 4

. r
. ed imensional space for
larization procedure Used dimen=io \/\\@V\—d\mcwswmﬁl
= regi vewtion of overfitting v mev‘slmw\? arse Nectors
for pre h as ctors like sp —
s : : eSS SUON 45 Ve . The
: o irerative pro troining epresevting words. _ )
dient descent whev RN learved continuon
= @*’lﬁ \ er. The procedire Process 15 4 sewtation of
| a learner. : ch ‘or repre :
- : rmer W €4 vee : (ch
updotes Jrro@v:/\@;\c@ a better fif y discrete vmmgli \@Aic\/wl\c‘\@vﬁr and
ireration and kes WML mode
. rformance - ma
v ferms of pe
. r AlM.
desirable acth

o

ele. B
easier 1o rense across mod

Emcodivn@ machine learning
— Evmlpoivﬁ—s - Azure are g

alaorithims need +4 have data in

hamerical form. Thus, when we
have categorical data, we need
clond service for machine to encode it in some way so that
learving +hat exposes real- It is represented nuamerically.
time endpoints for scorivg as
well as pipelines for

There are +we common
advavced antomation.

approaches for encoding
categorical dota; ordinal
and one hot encoding,

encoding
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Epocln IS the vumber of +Himes the

algorithm sees +Hhe entire dota se+.
The vamber of epochs i usually
larae (hundreds or thousands)
allowim@ the l@armimq alaorithm +o
rav until the model error is
mivimized. However, +here IS no
magyic rule for cl/loosiw@ the vumber
of epochs. T+is 4 hyperparameter
that must be determined before
Training begins,

£

semble learving is 4 powerful

— machine l@amimq techvidque Hha+
combines e decisions from

multiple models, +

ré
va‘\rov\meMS = A

Evmmaﬁow IS an ivﬂ—@@ml

Lomponent of any data science
project. Model evaluation aims +o
estimate +he generalization
acearacy of a model on unseen or
out-of-sample data. Common
evaluation metrics include
accuracy, precision, recall, F1-
score, ROC and others, while
their use depends heavily on +he
task at hawnd.

cofrware applications that

provide 4 whole suit

Produce 4

— predictive model With improved
performance. T+ helps +o reduce

model bias, Variance, and noise.

desiomed o help a d@\/@lopm@r
wuild ont projects. Commo

e of tools

onvironments clude J npyter

Notelbook, AzUure Notebook,

The mos+ Popular ensemble

methods include by
and smckim\

99)ing, laoosﬂl/l@,

Aeure Databricks,
Studio Code, and

Visual

\/\S(Aal S‘\’Mdio\
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: ‘ 1-score 1S & WEASUre of a

e

rest's accuracy in bnary
classification. TT1s calenlated

from the precision and recall of

+he test, the formula 1s:

2% (?rcc'\s‘\ovw?@mll)
(?r@o’\s‘\ow*?@mll).

‘ Alrness s one of +he core

responsivle AL principles. In machine
algorithm 1s said to

learving, 4 @’\\/@V\
be fair, or to have fairness, if its
wt of given =

results are ndepende
hose considered

variables, especially ¥
censitive, sueh as e Frats of

ndividuals which hould not correlate

with the outcome (i.e. @@M@r,

l alse positive is an error

specific o classification
;z;{lo@ll@ms. It results when 4
ncorrectly predi
| ICts a
;]:i@'aﬂ\{/@ tlass as positive
1S also kn ‘
e oWW as type T

~

etmicity, disability, etc).

' alse L
Wegative is an error

specific to classi :
sification
T+ results whew 4 vmod@lwwl@ms‘

i :

cTacorrccH\{ predicts a positive

- 55 as vegative. Tt is alse
OWW as type TT error,




| :l orecasting involves making —— l rameworks are interfaces,

predictions based on past and | ariable libraries or developer tools for
present analysis of +rends +o _‘F@ch is an nput V ouilding ML wodels vith minimal -
derive actionable Insights, A = W making predictions. -~ complexity of underlying

commonplace example might be nsed in algorithims. The mos+t Zommon

self—l@amim alaorithms +o analyze frameworks for mL are
the past impact of currency B | ~ Tewusorflow, PyTorch, Scikit-Learn,
— fluctuations +hey envisage better Azure ML studio, AWS M| S ———

real-+ime forecas+s,

NPT l eature engineering is +ie

process of meipmlaﬂvn@ exisﬁmg :F lagayino) is a feature

- features +4 create new features, , L that
With the goal of IMProving model engineering Task’ booleav
Tramivg. T+ can be e simple as amounts to d@r\\/m@@@xw%s@ A
APPliINg a mathematica fumnction +o conditions that ”‘\r/almes (0 or
a feature (e adding 1 +o 4| Values through boolean ach entity.
M an eXisting feature) or i+ can be True/False) for €

——— as complex as training a separate
Mmachine l@armimg model +o cregte
Values for new features,



&aiw ond Lift charts are used +o

evaluate the performance of
different classification wmodels, They
help to find the best predictive model
among wmultiple challenger models.
The higher the lift (the further up
It is from the baselive), the better

&@wcmﬂ\m Adversarial

P

Networks(GANS) are gevnerative
models: they create new data instances

" deep vetworks are trained
simultaneonsly by an adversarial
process. A generator (+he artist) learns

that resemble your traivivg data. Two

&Mcd?@cwmm Uit (GRW) 15 a

gorting mechnanism that aims to solve
Hhe vanishing gradient problem often
encountered inRecurrent Neural |
Network. GRUS are able to solve this ¢
problem by using av update gate that |
controls the information that flows

- the model. Gain > 1 means the resutts =+, sreate images that look real, while a | wto memory and a reset gate that

from the predictive model are better
than the randowm model.

— &amssmw distributiov is a

—— probability distribution which
aceurately models a large namber of
phenomena i the world. Tn machine

—learning, it may be used to find viow-
linear regressions as well as +o
reduce dimensiovality by identifying
which dimensions of a dataset have
larger variance and thus may
contain more nseful iuformation,

discriminator (the art critic) learns +o
tell real images from fake.

-

&cweml'\wﬁov\ carve 1s a loss

| curve showing both the travivg
et and the validation set. A
@@v\@ml'\wﬁom CUurve can help

| Jetect possivle overfitting, for
example, when loss for ¥hhe
validation set 1s s‘\@m‘\ﬁcqulq

— higher than for the +raining set.

___learus +o create fake dat,

controls the informatiov Hhat flows
ot of memory.

ﬁ enerator is Hhe

subsystem within 4 Geverative.
Adversarial Network +ha+

. N b
neorporating feedvack fropm \1
the ofrl/lcr subsystem of GAN
the discriminator. Lt learuns +lo B

B make the discriminator classify
s output as regl



ble X :
6\?(/(5 are proor amma | &l"ﬂldl@ﬂ‘l‘ descent is an

Processors d@;\@mcd to d-:f\;\/é"?\“/?c‘/\l’ optimization alaorithm used +o
dquality graphics processing, Wminimize some fumction by

i edded : : T o
are commonly used ;\le?\aw\o\a\ » iteratively moving in the direction
systems, game Consotes:

slhoves and personal CompUTers.
For gamers, GIrUs are stand
— lone cards plugged nto a ?{LI
Express bus. T he IPU 0\(0(/\\er
con also e on the CPU hip.

== &mdiem’ Clipping is a techmique | -

—__to prevewt exploding gradientsn - &r'\ A Searon is a tuving
very deep wetworks. A common way
for gradient clippivg is rescaling +eclhvidgue that afrJr@vvprrs to
____gradients so that their vorm is at compute The opTimam ‘\/ﬁlf/\% of
most a particular value. With hyperparameters. Ttis an
gradient clippivg, pre-determived exhaunstive search ﬂ/\ﬁ S
gradient threshold is introduced, performed on 4 specific l
| and thew gradient vorms that parameters Valnes of a model.
exceed this threshold are scaled
| dowv to match the norwm.

the negative of the gradient. Iu
machine learving, we use aradient
descent to update the

parameters of our wmodel,

of steepest descent as defined by

6‘10\/@ devised from Global Vectors,

i am umsupervised learning algorithm

for oltaining vector repr@semeﬁom of
words. This 1S achieved by mappiig
words nto meaningful spaces <o that
the distance between them rel&fr@s tol
cemantic similarities. The algorithm 15
+rained on the a%r@@m@d alobal co-
sconrrence statistics from a corpus

and the results are sulotructures of |

_ +he word vector space.

&oog LeNet is 4 27—{&1\1@%

CN N architecture constructed
“using the dimension-induced
__ Ineeption modules Fi++ed
linearly, T+ is 22-lavers deep
plus 5 pooling layers, A
= Pretraived version of
@oog LeNet cau be loaded o
" elther LmageNet or
Placesz (5 datasets,



< IS 4 dﬁ a \6!’ AY 0\’“0&[ 0[{/\5 @l’iV\@ (ﬁlSO 00!“@0\

located between the wvput av ——— ==
output layers of an aloorithm, Vls{/;f.“?’mwm Techmnidue commonly hierarchical cluster analysis o HeA) is
where it performs nonlinear 2;; W W“—d_* hat represents the 4 method of cluster analysis which
uenc g . .
{ distribution of a ceeks o build a hierarchy of clusters.

transformations of the Mpts - e ot
" continnons vari i B . ‘ \
variable. Histograms T+ is best suited for hierarchical data,-

e network. The hidden layer l .
applies weights to the put lavers: .Pfr data by splitting uto cuch as Taxonomies. Strategies for
and produces av ontput thronah an wtervals m.ll@d bins whose areas hierarchical clustering @@mcmll»{ fall
activartion function, therefore, 1S ?‘”@ PVOPO;JF ional +o the —— o Two types: Agglomerative, 4
orrespoud ‘ ) . e E
ponding fredquencies. | bottom-up" approach, and PIVISVe, 4

not visible as a network output.
"fop-down’ approach. =

' ‘ istorical data is collected | l yperparameters are parameters -H
yperplaves are decision

Hhat are set before the learning

Prrocess beains. These parameters
Il & model tramns. Unlike

circumstances pertaining o a boqm&lari@s that help classify data

particular subject. T+ includes affect how we points. Data points ow either side

dota aenerated either mannally — “model parameters’, g of the hyperplane can be

or automatically and it is nyperparameters are “Lynable”. attributed to different classes.

commonly used as a basis for Some examples of hperparameters The dimension of the hyperplane

forecasting the future dataor | 1 machine learving nclude unmber of depends upon the number of
features. The most comimon :

trewds. epochs, learning rate, and wamber of ||
ekors n o clistering algorithm example of hperplanes in practice
is with support vector machines.

data about past events and




I lusivevess is one of The I : - | I e merised
1o ‘ nductive learning is a learving mage reconrtion 1S a sy

fundamenral AL Principles I ' - T learving task that identifies images
o aatin AT systems procedure of machive learvivg, g T | £ coveral
consists oy 9 during which the system tries to and cateaprizes them w one ot >
Hhat engage and ngOW?V peopie ____induce a “geveral rule” from a set predefined distinet classes. The field of
and i nsing nclnsive desiom | of observed instances. Tn other tudy aimed at enabling machines with £
his ability is called computer VISION.

practices 1o elimnate aintentional

" barriers that conld exclude people: words, we learn the model from

raw data, the so-called training Sevme implementations of image

— | recogwitiov inclunde security and =

set.
curveillance, face recoonition, owyect
= 4 detection, and medical image analysis. =
IVISMV\&& Is a siwgle object I | I | |
= - rreducible error is the error mageNet is a large Visual
from which an ML model is learnt - ==
or used for prediction. Tn WML, av Hhat can't e reduced by creating Mfmlmse designed for use v visual
instance is described by a vamber good models. It is a measure of object recoguition software
| of attributes ncluding feature T e amomnt of nolse W our dota. = }f@searcm\ Wore than 14 million
vectors, class label ete. Some ML T+ is called irreducible error Images have beew hand-anotated |
becanse vo matfer now oood We by the project to indicate what

models use more complex instance
representations like having a
relation between instances or
parts of instances.

objects are pictured and v at
—— least one million of the images, :
bounding boxes are also provided.

B | get ot estimating +he mr@@{r
fumnction, we camot reduce this

ervovr.



. & a4 WWeasure =
e istance \S
; ; accard index. also known as 10 ( ; accard d

: WO
: cient, CoMpares dissimilarity between
d siilariy coefficiont, COMPH of is the
Jaccar identify the shar ite sets. IS . ==
+wo fluite sets 1o 10CUTITH 4 WNEASAre fin + of the Jaccard wdex
and distinet elements. TS compleynen

o - : cting

. imilarity, with 4 i olrtained by sulra
hasizes the SUMEAT L o ally and is ©

Mﬁg@@wﬁim 070 +6 100770, and is form

= rov

Sy

\
6

e the
= : the percentas
lon of the = The higher ite sets.
. fhe size of the wiion of cimilar the two finit i
dnided 7 The higher the percentane , less
finite sets. ‘

imilar the two
+he more siml

=4 . = J{Alia s an MIT certified free
. -measure is an information -

opon soarce, high level, high
performance, dynamic Programiming

theoretic means of Auantifying

the information content of a rule lam(m@@ d@si@med to excel g+
and applies i+ +o Ao rule

sclentific and wvumerical computing., T+
nduction metnods: one where the s well kuown for i+< high speed and
| rules are geverated via +the computational power. Julia can be
Intermediate representation of used for specialized domaivs such as
decision tree and one where rules | data scievce, machine learving, and
are generated directly from Visualization,
examples,




J anction tree algorithm is the

main algorithm w probabilistic
e gyrophical models. The name arises
' = —_ fromthe fact that before performivg
namerical computtations, oné has o
transform the graph of the
probabilistic @Mp\/\’\ml model uto a
tree with a set of sroperties that
allow the efficient computation of
posterior srobabilities. T he juction

=) upterLal | : : ~
— ab is the next- | tree algorithm is also known as clique , =
?IGM@'” ation Tuterface of . _tree. “UP\ter notebook is an ope
_ | » . SR .. M-
_ b;lw;{—?r Notebook. T+ is a web source web applicati
5.6 nteractive d@\/@lonm@ d vou to create and I/Ilom i e
V@] V]J\r/ ronment for Jupyter " that contain live 050{&“”@ docuiments
— ﬂo iﬁooks, code, and dota, T+ Visualizations and 6de, equations,
exible and has an @X+6msibl@ IS T+ supports cherzlﬁll”mﬂ\/@ text,
anguages like

Pyt i
M:@l{nc;m, :;Mlm,P ete. and is largel
\/igmm'or ata analysis, do+a !
lzation, numer L s
HE , ical sj ‘
’erm“l‘sﬂcal vmo&i@limq, vmcl/lviwaﬂm
cam‘m@_amd mueh more -




K -fold eross-validation is an W

evaluation technidue that involves
= Splittivg input data inte K-subsets, . ——
=== Training an WL model o 4| but one
: (K1) subsets then 6\/alma+iv1z§ the
— e model on the subset ot used for

traiviing. The process is repeated K-
times, with a different sulpset

3 excluded from training (and reserved \< elis a linear classifier for

: - - = v

Kcms IS an open-source nepral. For‘ 6V4!maf|om) each time, K—fol&l Cross

= : validation is useful for detecting
etwork library vrittey, n Python, T+

e
solving vonlinear me@fvs\fs\}\/\f\m
| ‘ o\/@rﬁﬁm@ PrOCESS nvolves trans et ances b—
IS capable of rammg on top of wearly inseparable data
_ Tensorflow, WMicrosoft Coguitive
Toeolkit, B, Theavo, or PlaidmL, T+

+o linearly separable ones nsing)

e
the keruel function. Throvnah th
was developed wit) 4 focus on o

- enabling fast experimentat

Fumction, the kerue! maps;\f(\)/\mi nto
lon and on original nonlinear observat o
being “ser-frievdly, modular, ang N hiaher-dimensional space
extevsible. T+ is 4 most used deep ’
l@amivn@ framework among top-5

+hey become sepam\al@.\v )
winning teams on Kagole.
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| K _means clustering 1s a method of

yector quantization, originally frowm

sigwal Processiig), Jr\/\gHr a'\.vns +o
partition v shservations into k |
clnsters i which each ohservation

belonays o e cluster with the

— pearest meam (cluster centers or

clnster centrold), serving as 4

prototype of the cluster. This
reonlts in a partitioning of the doto
space Wto vorovol cells. TH1s popular

for cluster analysis W Aot wmining.

o R

B S TN

K “nearest meighbors algoritim

(KNN) is 4 supervised machine

l@amimg alaorithm which con e used
for both classification and regression
problems, KNN yuses ‘feature

similarity’ +o predict +he Value of

New data points, T+ first idetifies

the k points v +he traiving data
that are closest +4 the test value
and caleulates e distance betweey
all those categories. The +e<+ value

will belong +o the cateaory whoese
distance is the least.




‘, Laqer is the highest-level buildivg

La\a@l@d dota is a designation for

block in deep learning. A layer is a
contaiver that usually receives
weighted input, transforms it with a

pieces of data tHhat have been
m@@@d with one or more labels

set of mostly non-linvear functions and =
| then passes these values as output
to the next layer. Some common
types of deep learvivg lavers ivclnde

identifying certav Propc"/rﬁ@s‘ or
oharacteristics, or classifications or
contained objects. Labels vmkp

- that data specifically nseful n

nput layers, convolution and fully
connected layers, activation lavers,
— pooling layers, and output lavers. —

LZ—mqmlar’lw—l’iow 1S a

techvique that penalizes models
to prevent overfitting, it adds
an extra term to the cost
function, a term called the
regularization term.

supervised machine learning.

o

Lasso regressiov is a type of

linear regression that uses

shrinkage. Shrinkage is where
dota values are shrunk towards
a central point, like the meaw,

The lasso procedure encourages
simple, sparse wmodels. i+ is well-
suited for models showing high

— levels of multicollinearity or -
whew you want to antomate
certaiv parts of model selection.



Lcmvmﬁwﬂovn s one of the mos+

= common tex+ Preprocessing techvigues
& used in natural language Processing
; — Nd machive learving. T+ is a process
of grouping words together with +the
= ~ o= same root word (lemma) but with

different flections or derivatives of T L'W aries are collections of pre-
meanivg so they can be analyzed as ! iled) code that vyor =
3 one Item. For example, to lemmatize written (omd comP\ Gow swhn project.
LeN@+ IS a convolutional neur | | dogs”, “dogs”, au “dogs” means = can make use of M:\;(A yter are ‘
o taking away the suffixes s, S, and | NAVWPY, W“/‘MS - opularly nsed W |
network (CNN) stryctyre Proposed by | “s" to bring out the root word “dogy”. examples of l‘wmvezg‘\)k\%—\,@arm, £
Tam LeCun et 4l iy their 1999, paper, doca stience, while

TensorFlow, keras &

- The anthors’ Implementation of raries specifically

Apache Spark,
LeNet was ysed Primarily for OCp

PTorch are v

ruing and ¢

and character recognition in ~ designed for 466? ;aall%,@l’\\amr\@s like |

 documents, The LeNe+ architecture s machine l@amm?\} Seaborn & Bokeh
straightforward ang Small in terms of - Plotly, Matplothiv,

memory footprint: i+ can even run oy
the CPU, which makes i+ perfect for
teaching the basics of CNNs,

isualization.
popular for dota visnalizatio :
are




™ =

] Limcar régression is an mL

supervised algoriHhm mostly used +¢
— find out +)e relationship between

Limear Discriminant Analysis(LDA) is

a livear transformation techvigue Hha+
IS Mos+ commonly used for
dimemsiowaliw reduction in Hhe Pre-
Processing step for pattery-
cassification and machine learning
applications. T+ i< 4 supervised l@amimg
alaorithm and computes the directions
(“livear disorimimwrs”) that will
reprosent the axes that maximize the
separation betweey multiple classes,

x T f 7\_’.?5 e

Variables. Linear régression predict<

values based oy independen+ Variables

_and Hhese values are Within a

continuous ray
slope,

9 With a constant

= using the lo

- L
. on is an W
Lo@\sm regress

classification algor'ﬁr\Am
he probability ofa |

Logistic

superVised
for predicting t

avoet feature. it output -
) @GSS\OV\ transforms \frs o i nE
i gistic sigmold UHCHIon £

i ot
to refturn a probability value Z\/\
GZV\ e mapped To Fwo or mer

labels.




| 4

ong shor+-term memory (LSTM) s

an artificial recurrent neyry| network
(RNN) architecture used v the field of
deep learving, Unlike Standard

= = fecdforward veural networks, LSTWM Jas
= — feedback connections, T+ con ot only

: : : s a hyper-
Process single data points (such as L@MVIWW) rateis a4 Mot
Images), but alse entire seduences of r Hhat defines the a

- mete ionin
data (such as speech or video). LSTW P?rvi\vﬂ mizortion i the cost funet
are duite useful when our neury| network | ©

" eSS,

a0 iteration of a framwg iri)/\f\/ﬂ "

L needs to switeh between, remembering | ?EV\ simple terms, the rate ‘a‘vvm of
‘ : i

= 0SS function eValuates how well 4 recent things, and hings from a long - we descend Jro\/W\'f‘&\‘5 :\/\:fl?mmm rate.;
) Time agp. lon 15 : =

specific algorithm models the given [ . ' fhe co=t &A V;\O/\J;\zsa the learning rate

_ data, such that +he larger the lpss Ove shot

function metric, the higher +he
deviation of +he predicted valyes from
_ the actual valye, With the help of

fully since ¥ should neither :

imal
ot the optima
4 omd vor should be

very care
be very large th
solntion 1S WMISSE

: low that it takes forever for
oPtimization functions, +he lbss - e e
fmetions learn to reduge the error iy the netw

Pr@dic‘f‘iow‘




V\Aa+plo+li\o is a plotting library for

the Python programming langnage and VV\ ‘
its numerical mathematics extension 4 Sﬂﬂﬁ*’@d Error (MSE) is 4
NuwiPy. I+ provides an slject-oriented

risk fumction computed as the

APT for embedding plots to A diks
applications nsing) @@meml‘pmrposc GUL 3\/&%@6 Soare d.\ demj
rosllits like Thinter, wxPython, QF, of V\/\ erween the predicted and actudl
_ GT¥, and produces sublication-quality athine l@arl’livng is Hhe <ci values. W\SE *?“S you Now 0105@‘ 2
figures n a variety of hardcopy formats  getting com science of rearession e is To a set of ponts
and interactive environments ACYOSS NAmans do j:é"r @;5 to learn and act like - aud it corresponds to +the averane
~ platforms. is used +o éerm“ch ata science techique, i+ of the sduared error 1055,
= allowing OOW‘PWr@rngﬁjms from data;
5 and o Identify rel / -
V\A and fi;f,i{as‘;ﬁ]“*w@ owrcovma: lo@gf/? i
== LOPS | vd trends. This learning is iy ors, \N\

Ps is based on DevOps ;{”W‘@ n an &MJFOV,OWOMZWJ%S';_'VV\PIL’O\/@J over ananed services are cerVices
rinciple : ata and | o lon by feedin . ‘
'i/lcr@; 51—@”&{ Prﬁ§+lces Wil observati nfermation in tie fory of ? ueed +o ennance the machine learning)

= se the efficiency of ovs and real-world interaction Processes. Conventional WL setup +akes
Workﬂows. For example, continuons > Yimne, and sometimes mvolves a fmr
ldm+6@m+lo‘/l/ delivery, and 1 amonnt of Frovpleshooting ensuring ene
GPIWVMW‘" MLOps applies these has f\/\@ right comb\ma+\on\;>f sof:\/\\/vm@
privciples to the machine learniv versions that are compatizie Wi one
Process. 9 another. With vmm@@d cervices for WL,
A Pr@‘opﬁvma@d ready-made environment

is provided for our machive learniig
development.



V\/\'\vx’mo) i the process of

excrracting mknown patterns and
hiddew informartion from large

assume that the (Avur@\/@ﬂw\

relationships exist withw the data
_ yuder examination and f\A@ actual ’

miving Task can e sevni-antomate

or completely antomated.

— e vv\arkov Decision Process 1S a

reinforcement learving model of predicting
outcomes. Tt is a mathematical process
to model decision-making in situations
where outcomes are partly random and
partly under the cowtrol of a decision-
maker. T+ does not assume knowledge of
an exact mathematical wmodel. However,
—— the WMarkov decision process incorporates
the characteristics of actions and
motivations.

of traiving a machive
quantities of data. Wining Fechnidines | learvivg a?@oriﬂmm to predict
the labels from the
features, tuning i+ for the
busivess veed, and validating
I+ ov holdout data.

— V\A g | = Vv\ac\/\'ma Learving Wodel is 4
Od&[ll’]@ Is the process

file that has beew +rained to

recopnize certain frqp@s of

patterns. You tram 4 vvxgdgl F

sver a set of data, providing it

o algorithm Hhat it can use 1o

— reacon over and learn from - —

Hhose data.

M

(MLE) is 4 Probabilis+ic framework for

aximum Likelinood Estimatioy

sol\(imq the problewm of density
(;sﬂ‘vmﬂom\ Lt involves Maximizing 4
likelinood funetioy 1 order +o find 2!/1@
Probabili+y distribution and Parame+te
Jrl/mfr best explain Hhe observed doat, -
and {+ Provides a framework for
predictive mod@lmg M machine learniy - S
Wwhere ﬁmdimg model parame+er< can l?@ |
framed as an oPtimization problem.




V\/\mlﬂlm@r Perceptron (MLP) is a

} classical type of ANN ot consists of
7 an input laver, 4 hidden laver and av
output laver. WMLP ntilizes 4

backpropagation technidue, a
supervised learning alaprithm, for
training and cav distinauish data that

: Odcl?%is'h" Y lets you keep -

Each time

— the s
e r:me Name as an existing one
v@rSiomqlerm assumes that i+'s 4 /w@
, qou can alse ' :
versic provide
ditional metadata tags and the
W

use the +4
models,

track of all )
B ‘ e models |
e ‘ In your
s iV;{l:§+F6aVMIM@ workspace. V\fjﬁ{gé
ified by vame and version S

is ot linearly separable. Tt s suitable =
for both classification and regression

problems.

Hou register a model with

9s whew vou search for

ultivariate ’R@@mssiom s a

techvique that estim
r ~ ates a sj
om om@\/&ll’l@bf@& Whew there are m
mefﬂ—i\/ari;rr:&l{flzgor variables iv g o
a multivari ression model, the ;
MMeri\/la\;/f?;rfc Wl(/lfﬁ;l@ regression Vl;,moo&{&:l °
recommended :CGWCSSIOM analysis is not |
‘FO}" |+ o or SW]Q” Saw]Pfes 011/10{ .

make sense, the outcome sy

variables should
correlated, be at least moderately

V\/\ax'\wmvn Pooling or max pooling 1S 4

cample-based discretization process. The

ohjective 1S 1o Jown-sample an put

representation (imane, hiddewn-layer output
martrix, ete.), reducing s dimensionality and  —
allowing for pesumptions 1o e made aont
foatures cowtaned i the sub-regions binmed.
This is done o help overfitting and 1o
reduce the computational cost by redincing
the wamber of parameters 1o learw,




N on- |
parametric Algorithms do not

make :
of +I/1@QVSV;WMP+IOMS regarding the form
—— it i PPIg function between iy
: ~ are free Jro“lJrPWr. Consequently +|/]63{> “r
o learn any fuuctional
. |
o the trdiving data. p M
i ‘ e
XN [\B @mls Jrl()@ K-nearest Vl@i@l/]P[OOI"S
gorithim. KNN d | distribution is the most
A Aassumptions abeut 0es not make srimal distribution is The oS -
: ouT t ; : e L
form, but instead uses Jrl/l:]@@ fmctional | important distribution 1 statistics
pattery ecanse T destribes Many natural random

L t i
N srmalization is the process of JWF polnts have similar out
) hey are close, UTPUT when | phenomend: heighhts, welghts, a9es,
cainfall data, measurement errors ete.

| framsformivg a plece of text nto 4
camouical (official) WCO (s Xior The vormal distribution 1s a probability
example, JVV\@;I‘\/I?V}/” */‘,’ %@ ma faction that describes how the valines =
~ show up as 15, AN are ’.Md =° of a variable are dictributed. TH1s
on. O 4 docmw\@v\fr ina comram symmetrio about the mean, showing) tHhat -
alJr@rV\M/\l\/@ SPG.HM,,@S of”a WOM.' . B dota vear the mean are Wmore frequent =
|| suenias behavior Ve, behavion - sccunrrence tham dota far from the mean.
T+ i also known 4s bell curve or (anssian '

distribution.



that computers can understand wirat

N aN Trap happens when one

namber v e model becowmes a NaN

dmriw@ traiving (6\@\, when a valye
exceeds the ﬂoaﬁvx@—poim— Precision
limit), which tanses —due +o math
operations— many or all otiher
nambers in the model to eventually
become a NaN.

NaN is an abbreviation for "Not+ g
Number."

N atural Language Processing(NLP)

Is the use of alaorithms +o determine

Properties of watural, human lam@mg@ SO

numans Wave written or said, NLP
ncludes teaching computer systems how
to extract data from bodies of written
text, travslate from one lamqmq@ to
another, and recogvize privted or

. .
enral Network s a model that

L +he bran's
handwritten words. Virtual assistants — | spired from

such as Siri— aud that bots are classic
examples of NLP.

arohitecture an

- lavers (at l@‘as‘
hidden) consisting o

i composed of
+ one of whieh 1S

AIES OF VEUrons Lollowed \0\1 e e
nonlinearities. Neural netw

' and
designed to recognize patterns
relationships v data.

£ simple convected -




enron is g Mathematical

——— function Hha+ takes a group of

Xi',?v,md puts, applies 4
o jf‘r function known as ay
aetva (ljr function and returns
o @HE - Ivuputs +o6 4 neurow
o e er be features from a
Mg set or outputs f
Previous layer’s neuron e

MCRINY e

-
N on- [
n-max Suppression i< 4

o

techviaue used in many co |
;/;suoorn+al@orl+hvms\ I+ iws a cl;gi:c
(@6 ||g MVM§ o select one entity
O\/‘g( omdmg lopxcs) out of man
aPPMYg entities. The selchriZm

criteria can be
| cthosen +o arri
ri
J}:l/a]rﬂc.(/tlar‘ results., Mos+ covmv\m/@ T+
€ Criteria is some form of o

probability numb
er aloneg wi
forlm ofq\/erlap W\@asmr@c i some

N ode 1S a computational unit

hat has either sivale or multiple

weignted mput co
+ronsfer function com

nections, a
bining the
inputs and av ottt conmection.

Nodes are organize
comprise a network.

d ko lavers *o
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£ ?

N amPy is the fmdamental

| package for scientific computing

with pythow. T+ i an open SoUrce

@@meml—pmrpose ACTON-Processing)
sackage which srovides a high-
performance multi-dimensional
arcay ovyect, and +ools for working
with these arravs. T+ can also e
an efficient multi-dimensional

contaier of @@mcr’\c dota.

| todayis the

g
e o) 1N

N steooks are made up of one

oF Yore cells that allow for +he
oxecution of he code cnippets of ¢

commands W |
oSt common V\oJre\aoo\c W NS
Jupyter Notelook.

T+ SApports ceneral laMenanes
wclnding puthon, ulia, and B

ithin those cells. The L

N eural Turi ,
MI”IV]@ W‘QOI/NVIC 1S av

=
NN model +ha+ combines +the

fuzey pattery matching

1, N
| \,:ii;lill/l]ﬂcs of neural vetworks -
e algorithmic strength of

Elil(falmvmvmlal@ computers, A
| AN
oo IlS dqagmcd To solve +asks
o auire writing +o and
[eVing information from

.. @_X{@rml memory




Sy

O ne-hot encoding is a process of

converting caJr@@or‘\ml variables nto
binary vectors that are ron in WL
aloorithms for accurate predictions.

The process volves mapping the

o nteger valnes

er@@or"\ml valnes wnt
e is represented

+hew each wteqer Na
25 o binary vector that 1s all zero
values except the wdex of the inteaer

O pemﬁoml‘\wﬁow is the

process of trictly defining

variavles nto measuravle

factors. The process defines ===
fnzay concepts and allows them

+o be measured, empirically and

qmavﬁ—'\er‘\\/@lq\

whieh 15 marked with a.

. he-shot learving is a deep o

- Zimrl;;v? Prglo.l@m found mostly iy
m%@mjr Vision. It applies object
eoer zation algorithins oy only

= l@ﬁmwc@ whew training data
e s to re-identify that

ance when testing dat
popular example of Omc—sl/]jﬁ‘—A

learning |
9 1s the faci L
system, facial recognition

PEVCV is a library of

pProgr ‘ '

o ijlﬁmm@ functions mamly aimed

o rea .IVMG computer vision. T+

i lmb@@lvmllq developed by Tutel

P L supported by willow

aare 2 c M(;For@ Ltseez, which was

‘ c,posg_q( ired by Tutel, The lilbrar

o cross Platform and free for ys !
he open-source BSD liccm:@




O verfitting oconrs whev the

ers to processing | ot -
() wt-of-core ref - machine 1@arm\lw?m? martches
dota that is oo large 1o f:\; éV‘ learvs 4 V‘V‘MGMM o closely That
x compurter’s main mewmory. od o Provess the traming il +o make correct o ————
‘ . that are design he model fails
e - algorithms 4 ave called external TNG Mo s on new data. The
| #his kivd of da NI predictio Fit-ing is nsually

memory alaorthms o

‘ over
be optimized o problein of nlarization,
ess data stored - T solved Wy r\j ; model complexity, or
. AN
hew memory 15 7 redncing

early sTOpPPVY).

| algorithms and munst

efficiently feteh and ach
i slow bulk mewmory of

on 4 computer network.

-4 O ' : Opﬁmiwﬂovn IS the selection of a

utlier is any doata point which |

best element from some <e+ of
available alternatives. T+ IS an
essential ngredient of ML alaorithms,

__deviates significantly from other
observations in 4 dataset. T+ con
be cansed by measurements or

Lt starts with d@ﬁmim@ some loss/cos+
function and ends with mivivmizing i+
“Usiig av optimization technigue. The
choice of optimization alaorithm can -
make a difference between getting

qood accuracy in ours or days,

— oxeeution error, Tn other words,
an outlier is an observatioy that
di\/@rgcs from an overall pattery
o a sample. The analysis of
outlier data is referred +¢ as
outlier analysis or outlier Mining,




addmg IS a term relevant to

e % .
= m‘;vc'\c/i“:loml neural networks as i+
= = to an im;;:ivamOWT of pixels added
, S en It is being proc
ﬂ‘/f}@ dej@_mc{ of a CNN. For@ eia(;m@%@?’
Mg 1 a CNN is set +o a@i o
0,

f

y) 6

P : 2Ero padding |
rincipal Cotmponent A\ml%\s(?%) be a one Pix?l ';;ZJF +00{O; ) Ra main privciples +
i : er added
: : : : ‘ | ‘ ed + : :
is o dimensionalit y-reduction mage with a pixel value of a(;,:r ¢ _ AT systems. This vasically means that
fechmidue That 15 based wostlyon & © every deployed AL s4sTEm should be
exact mathematical calenlations v seoure and respect existing privacy
ic uoed n exploratory dota analysis laws, be transparent avout data
collection, nse aood cowtrols and de-
identification Technidues, ond have
<5 o the

dictive models. Tt

aund for making pre
he dimensionality

 consists W reducing T

of larae data s€ts,
large set of variables o a smaller

one that still contains most of the
wformation w the large set.

by Fransforming 4

policies that facilitate acce
dota that the AT system nee

operate effectively.

ds to

then every pi
Y pixel :
Pixel value that is added ] ’P i< -
rivacy avn ecurity are TWo o the
hat should characterize



/ ,»;f,)')i

p———
—

= ?ooliwg Is commonly introduced

. - oF warv
between convolytion layers, This s ‘ recision 1S 4 metric |
INo) models: TF L

| basically dove +o reduce 4 namber of  — fcation (Yes aNCe
. S\T\CA ’ rror : ? .

Pamw]@f@rs and PI’?\/@YH‘ overfitting, clas o the ymodel’s PO f JoHoNS art-of is a feature 3

The pooling operation nvolves sliding a MEAsre= - poSHIVe oser

two-dimensional filter over each ot M%\ﬁ% mw?r@o‘\s‘\ow (?) cam e T ongineering technique which aims ¢
| thawvel of feature mar and | (e ”V@Sd)‘as fine wumber of TW‘@W\ v at extracting vew data from

Sl L : . ute . thhe sK [ i<+ ‘

if Marizing the features lyivg within oovgjr_\\(% (T Jivided \\a\; ocitiNeS already existing features :

] € region cov@red by the ﬁl+6r. The o e POSHINES ond Fals B

wo common functions used in +Hhe ’(rw:?) " oo (TPFFT). =

pooling operation are average pooling
and maximum (max) pooling,




i:i’.g;

= e

] I erceptron is an algorithm used

for_supervised learving of binary
classifiers, Pivary classifiers decide
whether an input, usually
represented by a series of vectors,
belovgs +o a specific class. Ty shor+,
a perceptron is g single-layer neural
wetwork. Tt consists of four Main
parts cluding input Values, welights
and bias, vet sum, and an_activation
function,

i _SoUrCe =
3 andas is an open-Sour

designed Tor
g{\mm\pmmm@ e
oyood for working -

Python libra

onalyzing an o
s particiia "W
fv{\ir\/\ j:a\m/\lm dota and Fime

gc\f\@": 0\0‘+&“ m

:

> AT e

’Ploﬂq IS a data Plotting library

With a cleaw interface designed +o
allow you +o build Jour own APTs. T+
allows users +o Import, copy and

Paste, or stream data +o be analyzed ‘

and Visualized. For analysis and
styling graphs, Plotly offers 4 Python
sandboy, datagrid, and AUZL. Python
SCripts can be saved, shared, and
collaboratively edited iy Plotly. T+ is
also supported on other Programming
languages eluding R and Julia,



https://deepai.org/machine-learning-glossary-and-terms/supervised-learning
https://deepai.org/machine-learning-glossary-and-terms/vector
https://deepai.org/machine-learning-glossary-and-terms/neural-network
https://deepai.org/machine-learning-glossary-and-terms/activation-function

Pk

= ’P\{’H/]OVI Is a high-level open source

= ’Proplﬂcﬂ— IS an open-source library ?wToroh Is a free open-source — coding f&mqmg@ kuovn for object-
developed by Facebook and designed WML lilbrary based on the Torch k. oriented, witerpreted and interactive |
for antomatic additive +ime series library released under the modified || Programmivg purposes. T+ combines

2 forcmsﬁvl@ which supports non- - PSP license. Developed by P emarkable power with clear readable
llmqar trends with seasonality and Facebook's AT research lab, - svntax thus convenient for daty
M.olmim{ effects. T+ works best for PyTorch is a strong plaver i stlence vaf Writing system seripts,

- time series data with Strong — | artificial intelligence and deep = WH{)OM IS named after WMoty Pythion &
seasonal effects and multiple learving and is primarily used for and is vot soime complicated +ech =

seasons of historical data. computer Vision and NLP. metaphor or a complicated acronym, =




= ' re [
l sentation of da+ag refers +o +he

O | !
" useful ww:f il o WFerchi\//e and
easily int Mer such that i+ can be
strisﬂc@r P, A logsical and
from Jr[/]@ﬁw@”tzﬁgziows a1 be detived
measurements, The ,PiP@l‘V‘@ is an independently executable

F three maiv
! arametric ML Algorithms make | data are; +@f<(mi of presentation of
, tabular & graphical workflow of a complete machine learning

sesumptions alont +he mappin | o : \

mech.\fm nd have a fixed megr of rask. A pipeline hould nclude machine

- araweters. No o etrer iow Wuch 1 - learving Tasks e as data preparation,
\ traiiing, Validation, and deployment.

There are Two basic Tpes of pipeline
stanes: Transformer and Estimator. A
Tronsformer takes a dotaset as mput

dota is used Fo leary e model,
his will not change ow Wmany
~ parameters The algoritim has.

WwWith a Pamw\@ww al@or‘\ﬂ/\m, the Py -
form of the fumction 1S celected and and proances av AnGMente afoset as
otput. AV Eotimator recelNes the
former to produce a

cients learnt nsing output from a frans

— +thew 1S coeff
model.

the +raining data.




' i est for data or
Q“@“V‘”‘V‘@ is a basic form of Q nery is a requ

+able or
: A e = : own a datavase
Qmam-ﬁlc Transforms are 4 3 rving which martion fr

: _ 4
Reinforoemont Lal? 4 action values) \mcvfy)\{a‘m&\ﬁom of tables. This dﬁ+?dm\o‘4\1
techigque for Transtorming Q-valnes (also cale s OO eroted as results returm ey E
hamerical input or output o ireratively ‘W\Pw.)\/g agent. The  — Z(jrr@t/\ivjrw@d Query Langrage l(SQ coults
. * V- )
: : - ior of a learnn oy . . s or complex o5
o sy 4 Gasssian o e eaing stands for avalies. | SRR Phvees from data-miing
;/\VH o Pllr/? : l i rl| X fl/? g Ml‘\Jr»{ i this case r@Prcge\q*S 69 frond ana \i\/\me to understand the
a]lgq wm; ﬁr@ @a?]mmg algeri ll/ms . Qua useful a given action 1s W B toole. For 4 VV\:\W woritren acoording +o
4>@|f~ orm better whey hamerica \/\o\.N. me future reward., query, i mus oo, =
Variables hWave 4 Ganssian or pANING S0 2 code known as query
standard probability distribution |

Q Qmarﬂl@ IS a type of duantile which

~table is a simple lookup +able divides the wumber of data points it navtiles are cut points

— four more or less equal parts, or guarters, . .
- for calenlating the maximam The first quartile () is defined as +he &l‘l\/mh‘mg ﬂ/]@ range Of'ﬁ Probability
expected future rewards for middle vamber b@ere;m the simalles+ 2 distribution iuto continmons 1

action at each state. In a Q-

— wmber and the median of the data se+. ier@‘r\‘/a.lg W) edual PVOPabi(i+i@5,
table, the columns are e actions The second dquarile (@) s the median of " dl\/wﬁm@ the observations in a
and the rows are +he states, a data set and 5077 of +ine dota liee sample in the same way. There is |
There are four actions (up, down, — below this point. The third gquar+ile (@) — | one fewer dquantile +han +he
left & right) in each state and s the middle value beteey the mediar namber of aroups created.
the Q-table guides +o +he best

‘ and the highes+ value of e data se+t,
action at each state. i



R IS a free Programming, lav@ma@@

aud environment for statistical
computing and graphics, T+ compiles and
e | rmison g wide variety of UNTX

, _ leforvms, Windows and WacOS, and
e e Provides a wide variety of statistiog|

(limcqr {/md nonlinear modelling, classical
statistical tests, time-series analysis ’Eml—ﬁvn@ nferencing is the process

tlassification, clusteri
: : ' n9) and more) and | : ine learnin E
-’Ravm\ovn Forest 15 4 supervised graphical techmigues. T+ is highly | S g VMIO?‘:;]V\G UpOV V?iﬂ\(/\@"fﬁ

extensible viag - predictions v rea )
learving algorithm, The r‘a\‘/\dovn F packages, ?NP\M“% Hnese pre dictious are
forest builds multiple decision Trees yenerated on o ciugle cbservation o ¢
" and wmerges them topether 1o Q@fr ) O b rurtime. Some xples ot i
more ACONATE A S Pr@dwﬂom;r applications hat com benefit from real-
One bigy advantage of randowm fores e nfereucing are AugH onted reality, |
e that it can be used for both Virtual reality, numau-computer
classification and regression - interfaces, self-driving cars, omd any
sroblems, which form the major ity consumer facing apps that allow nsers
o current machine learning sSTEMS. +o qutery models in real fime.

In @@vx@ml, rondom forests
outperform decision Trees.



-lel also known as sewsitivity, is a

measure of how a model correctly
identifies True Positives (TP). It is

| the fraction of the vumber of positive
predictions that were correctly
identified from the total positives i.e.

Pecall= True Positives
“True Positivest+False Negatives

Rcommemder system is the mos+

smccéssFMl and widespread commercial
application of machine l@amiwfg
Jr@gl/mologi@s In business. T+is 4 sulbclass
of information ﬁlJr@rim@ system, either
collaborative ﬁlJr@rmg or covn+@m/+—|mscd
system, that predicts +ne rating or
preference of a user. Playlist generators
content recommenders, and product /
recommenders are common application
areas of recommender systems,

mr@ss\ovn s an ML al@or‘wr\/\vvx that ‘

allows prediction from dota by learniig
the relationship between features of
a given data and sowme obsarvcd,
continnons-valued response. Ifr s used
in namerons applications ranging frowm

predicting stock prices 1o

wnderstanding @@m@w@@mlmwm
networks. Different regression
differ based on the relationship

betweew the dependent and
independent variables and the namber

models

of ndependent Variables being nsed.




’Re‘\vncorocvmvﬁ' learning is an

area of machine learning concerned

S with how software agents onat = =
+ take actions \n av environment
i order to Mmaximize +he notion of

—  cumulative r@wmd\?@mwﬂorq@mcw 3 ’Ee g
learving is one of Jr\/\r@j‘ basic liability and Safety is an AT
- machine learning paradioms, [ : i
= ’Ea@mlarlwﬂ‘low s the process iy @(M@ supervised learning oand L principle erJr aims to evisure that AT
— which regularizes or shrinks the unsupervised learning. xi;@iﬂﬁel;f [illff@[j]do;legttig:@mwmaMGG
= Z?Vifﬁlecl@wrz Jrowamls zero. I frWomqleWr their lifecycle. This
i ple wor s[ regu arization cludes ewsuring AT systems are
lsco?m@%[@q;[mq j more reliable, accurate and reproducible as
7 complex or flexi e Mo el, to appropriate. AL systems should not
prevent overfittivg, pose uureasovable safety risks, and ‘

: should adopt safety measures that
are proportionate +o the maguitude
: of potential risks. :




Rcechr Opcmﬁmg Chamc+cris+ic(l200) 1

B Siyse

F ’ IS a graph showing the performance of a
- classification model at 4| classification
thresholds. This curve plots +wo
7 Parameters: true positive and false positive

’R ified Linear Uit (ReLU) is 4 rates. A straight live V@Prcsems the Roc
| oo tion fumction curve of a purely random classifier; a good =
Va

fion T classifier has i+s curved live as far from +he ’R - |
ks, The fume ' v Microsoft Azure is 4

| commonly used actl

deep nenral Y\6+WOV'V65 any wegtNe | straight line as possible. The Area W]d@if
returns O if it recel psitive value k, 1t | the Carve (AUC) ropresents the el single execution of traiving serip+,
| input, bout for aV\l% P\mck\ The waor  Fwithin these +we lives; in real l|f@,‘|+falls T+ contains all artifacte
returns that Va MGLU\ s that it has  Tbetween 0.5 and 1, A perfect prediction assotiated with a training process; |

benefit of V‘S\MQG‘ e
4 constant derivativ
Y.Ga,\»@y‘ ‘\’\/\ﬂlv\ D\

would hWave an AlLC of 1.

output files, metrics, logys, and a

value for all
snapshot of the directory that+  ©

The constant =

mputs 9 Ibs the network contams our seripts, oy produce a -
derivativ ——— rum when you submit 4 script +o
o trai faster. —— train a model. Before You create g

NEW run, jou must first create av
7 axperilmcvn%r\ 5




S?AI C IS the most partying

community among those who learn, and
the most learvivg community among those
who party. The name of the community
refers to the Secure and Private AL
Udacity scholarship where most of the
scholars that founded this group met,
althongh the starting of Spaic was i the
Tutel Edge AL Scholarship and the
community continuned to exist in Microsoft
Azure ML and Nutanix Scholarships.




S@W\‘\—smp@r\/’\sed Learning 1S

o - \ reeé W\ﬁ&\/ﬂ\/\@ . @(A
SMHW Flotis a YRR e i So\kﬂ"l@ﬂm oo = wrtermediate bhetween SUpervis

: thon. Tt . rvised learning.
learning) library for P learningy and AsSUpe

sets of data along the +wo axes, +arts with traming

ous alaorithms like - ning s

Lt is used +o visualize +he features Varions 4 ?/\ o v Supervised learning ed with the correct -

lationship between + = support veotor Mace, I8 L dota that are taog After the
relationsnip ve e e TR et and k-neighbonrs, a | and answers (taroet \mlf/\&S ) i+h a
J\r/jlg;:%’s@i@ E}?@csl/]@l:rév&ilﬁ H;] vad;:k&;r Zi: suq;PoM’s Python V\Mmaqzwimd learning process, Hou Wﬂ\’MWCM\/t@\“N@\A* S, -
i i ! i+ iewtific libraries like NAWMTY model with a funed set o for similar
W the scatter plot whose position sel : n predict answers 10 o
depends on i+s values in +he SEIPY. which ca W Tagaon. B

W'+ already bee
columns set on +the X and v axes, data that have

i = Scoriwg also known as prediction, is +e S o ‘
\ pecificity is defined as +he

: S roce i l
S@aborw is a data visualization process of generatiig values based on 4

— Traived machine learning model, given Proportion of A2 MG@MW? cases |
library for making statistical Some new input data, The values or that was predicted as negative by oar
graphics in Python. T+ uses scores that are created can represent odel. T S'W‘Pl@ ferms, it is ﬂnc ratio g
Watplotlib underveath and — predictions of future values, but +hey of Jrr‘(/l@‘m@@.m“l\/cs to all negatives,
ntegrates closely with pandas might also represent 4 likely category or Sp@cuﬁclw 'S also known as true
dota structure +o generate simple continuons outcome, The meaning of the ”6@”&'\/_6 ate. It has the formula; =
nterface and aesthetically — score depends on +Hhe type of data you = Specificity=

lochJr@r—lookim@ plots of ravdom Provide, and the +ype of model that you Tm@ Negatives _
distributions. created. True Negatives + False Positives




S@m+ivmcw+ Analysis refers +o +he yee

of wafmml Iamg(/m@@ Processing, tex+
= amMSIS, computational linguistics, and
biometrics +o s\stematically identify
- — = extract, quantify, and Study aﬁC@chi\//@
A smfes and subjective nformation,
SG‘V]‘f‘IVMGV]‘i‘ analysis is widely applied +o
" Voice of the customer Materials such as

Soﬂ'vnax 1S a function that turvs a £

reviews and survey responses, online and | Vector of Kreal values into a vector of

S’\vmlar'\w Learning 1S an ared of

supervised machine l@arm}m&) v l
artificial ntelligence. T+ is closely

applications hat ravge from marketing
o customer service +o clivical medicine,

ion and
related o regression |
classification, but the @oal s to learn

a similarity fynction that MEASUreS

- ow similar or related two o\agecfrs
are. Tt has applications mv\\c\lm@,
recommendation sUSTEMS, visual
dewrtity tracking, face verification,

and speakeyr verification.

social media, and healthcare materials for K real values that sum +o 1. The input
values can be positive, neaative, zero, or |

greater thaw ove, but the softmax

transforms them into values between D

and 14, so that they can be interpreted
as probabilities. If one of the inputs is
simall or neaative, the softmax turns it
wto a small probability, and if an input is =
larae, then i+ turns it into a large
probability, but i+ will always remain
between O and 1. :



park (Apache Spark) origivally

de
veloped at (UC Perkeley in 2000, is ay

6}
Pen source data processiv

large datasets, T+ is des; 9 chgne for

S+aw0\ard\wﬁovx (or Z-5C0r€

normalization) 1s he process where
+he features are rescaled so that
they will have the properties of &
+andard normal Jictribution with
u=0 and =1, where [ is the mean
(averaoe) and o is the tandard
deviation from the mean.

= the i

Pro@il;vfmpvglj?om’ =peed, scalability, and
|specifical Folrl: \Jfr ;:jfmm for Big Data -
_jm“?, chl/ﬂme lmrmimgl,ma@mja;% I
Pff@lfj;rmlons\ Lt includes APTs from
among d.ﬁ;@ anguages that are popular
o analysts and data scientist
H1NONG Seala, Java, Pythou, and B )

A2 R
RN e

@V’Gd to deliver

S+6vnvniwq i< the process of produciig ©

| morphological variants of a root/vase  ©
~ word. Stemmivg programs are commonly
referred to as stemming algorithms or &
ctemmers. A stemming algorithm

reduces the words “chocolates”,
“nocolatey”, “choco” to the root word,
“clnocolate” and “retrieval”, “retrieved”,

| “retrieves” are reduced to the stem

neotrieve”. Stemming is an important
part of the pipelining process in Natural |

Language Processing.



Spliﬂimg Patais a machive learning

7 Practice done +o avoid overfitting and

- model selection bias, The most common =
Practice is splitting +he dataset ints 5
— three: Traing, validation, and +e<+. This

' —— = allows you +o +une Various parameters of Skaiwg IS an ensemble learning
e ] Hhe algeritm Without makin .

=L jmd@@l/v?cwrs o specifically c?vlforw] o algorithm. T+ learns l/]@Jr@rogemcoms

training data, Doty split may be in +pe | WEAK learners in parallel and combines
: - o o~ them by training a meta-model +o
S itivity is defined as the "otio of G0:20:20, 4841, or 49:0.50.5 output a prediction based on the
enstIVIty Is deriv respectively depcmdm@ ov the size of Hhe J P P del sredios

: e of arinal mestive erses data. ifferent weak model pre ictions. The
prop dked) dis mostive o | | benefit of s+acl<mg ‘IS.‘H/]&H’ It can
that was pre o s ' harvess +he capabilities of 4 ravoe of
model. In simple +6'/W‘”5’ Citives well-performing models o 4 classification
of frue positives Jr‘f 4 P(;s recall of _orregression task and make predictions
S@\Asﬁrl\/lﬂ s also V’OW; P that have better performance +han any |
trne positive rate. Tt has single model in +he enseimble. Stacking
formula: reduces the model bigs,
Sensitivity=

True Positives |
True Positives+False Neaatives




Smppor+ vector Machine (SYWM)

is a classification method n
supervised learning +Hhat seeks to
nse support Vectors (cases close 1o

nd an optimal S ‘ o
J\:\Ci@br(;ul\?\ﬁjr:;;i;rv’:m@ \+@fms from upervised Learning is a subclass of

S’ronﬁ'elliwq is the practice of different classes. | machine learving v which a desired
E wmodel predicts the label for yet-unseen
dota. Supervised wmachine learving is
analoaous o a student learning a
subject by studying a set of questions
and their corresponding answers. After
mastering the mapping between
gquestions and answers, the student can -
A then provide answers to new (never-
before-seen) dquestions on the same

building a warrative aromnd a set
of data and i+s accompanying
Visualizations +o help convey the
meaning of that data v a
powerful and compelling fashiow.
T+ is considered the wmost
effective way to share busivess
mformation and drive outcomes.

Topic. =



I ensorElow is a free ond open-

cource software rary for

Aotaflow and differentiable
range of

emporal Convolutional

Ne :

wh_il;\/v‘:o!; (,TCN) IS a framework

and dilaﬁfmz\{;ciawl convolutions PrOGr AMIMING Across 4

at it s focks. Tt is a symbolic math library, —
hine learning

and s also nsed for wmac

applications such as neural
works, Tt 1s nsed for both
Hon ot Govgle.

&W{MP’H\/@ for

- sedquential d ‘
Its Jr@mPomlier and lar @am with
receptive fields, 9

net
researcn and produc

Uning also known as

hyperpara

meter optimization, |
a

the process of clnoosimg mﬂom, ®

_ l i
aming Is the process of

Je - :

cov;il;li/zl‘wm the ideal parameters

o m&{@ a model for a given

WM{@(V]? ‘am set. For a linear

e 14/+ his means finding +he

w{gm?u 5 For a tree, it involves
ifying the spli+ points,

o

(;J:V?al l/wpelfpamvme%r for a

WW{@(:M algorithm +o maximize a

e if@rforvmmce Without

oo 9. The hyperparameter

Yau used as a dial or kol +
rol the l@arwimq process ;

= I oot Set is a dataset nsed 1o

rovide am abiased evalnation of a

final m
dotaset. Tf the dota

odel fit on the traming
nthe fest -

dotaset has never been nsed i

training (for example \n cross-
dotion), the fest dataset 1S

vall

dont dataset.

| referred to as a hol

-test compares +e averages

of +wo populations +
of o determi
OW\;&;:{lﬁ;r@w they are from Gma@cl/]
ohe \ﬁ k e test generates a4 T-
iy n ?—\/@lme, which
PoacJ!rM l/mw differevt each
mZiiEiimdl;C;M the likelihood
| erence can b
explaine X
o d by chance or sampling

duantify



+—S NE (Jr—D‘\err‘\\aWrcd Stochastic

Neighboring Evtities) 1S a vmovx.lm@ar
Aunction machive

‘ sionality re .
divnen spalization

T o alooritiam for Vi
) learning 41) hastic N@\@M‘ﬂor | = =

raining S ‘ ‘ ed on Stof '
9 Set or lmrvnmg set s the ‘fzawsxb@d&\m@ T+is well-suited for
nal data for

subset of the datase+ i ‘ ‘ | |
used + ih-dimensio I . .
o traina | embedding N9 low-dimensional Space ravsfer Learving is a machive

|V|/V]](;{01{;1’C A traivivg set can be structurey Visualization w a low-at orts ore
orent ways. For seduential decision | i such 4 way that similar 6216 learning method where a model

\TVZZGI; sz;:gf@?’% of algorithims, it | yodeled V“@WW POMJ(; f@?@d Aoy d@\/@lgp@&l ﬁw a task is rensed as the
Ao 0{0—[— raw text or | - dissimilar g\ajchrg m@\AW\M ol starting point for a vvxodel ou a second
T vmﬁ 4 "TWF 9gets classified | distant polnts With NN P task. In trausfer learving, we take the
convolutional Al e | Prefrmmcd weights of av already

ona’ nearal networks that have | _ trained wmodel (one that has been

cfmd" \jr‘”ﬂ/‘ mage processing and T empor Al convolutiondl trained on millions of images belovging to
puter vision, the traiving set is 1000’s of classes, on several high power

Sy

o \
" VWZZGZ ioW\Posed of large numbers of | Network (TONgasu\a\ | GPU's for several days) and use these
9es. whioh @VV\P\o%ZM Jiloions 50 already learved features +o predict new
olutions .
f\/V\\ZJr it is adaptiVe WC\O‘V% Aasses
: o W . - =T
gga\u\@vﬁ’\a\ Y e recepTive =

rempor Al 4%
fields.




Smppor+ vector Machine (SYWM)

is a classification method n
supervised learning +Hhat seeks to
nse support Vectors (cases close 1o

nd an optimal S ‘ o
J\:\Ci@br(;ul\?\ﬁjr:;;i;rv’:m@ \+@fms from upervised Learning is a subclass of

S’ronﬁ'elliwq is the practice of different classes. | machine learving v which a desired
E wmodel predicts the label for yet-unseen
dota. Supervised wmachine learving is
analoaous o a student learning a
subject by studying a set of questions
and their corresponding answers. After
mastering the mapping between
gquestions and answers, the student can -
A then provide answers to new (never-
before-seen) dquestions on the same

building a warrative aromnd a set
of data and i+s accompanying
Visualizations +o help convey the
meaning of that data v a
powerful and compelling fashiow.
T+ is considered the wmost
effective way to share busivess
mformation and drive outcomes.

Topic. =



Sy

Mwa\@rﬁﬂ"mq oceurs when a

ctotistical model or machine learving
algorithm connet capture the

(Ami i i
ntentional Bias i< often defived
as

anderlying trend of the dota. Tn this prejudice or wnsupported i
case, the resulting model nas “not faver of or against one ﬂJ,]M@W‘@W's v
learved enough” from the traiving group as compared +o 4 M9, persow, or
dorta, resulting w low geveralization that is usually consider V;{m“lnerf A v
and wareliable predictions. Hence, the Ofﬂ/}@ several challey @6 unfair. Tt is one
model can veither model the training l”'f'”@s With i+, Oue r@?@\/s that modern AT
data vor @@V\@ml’\w +o new data. A With a major onlive adve a% example was
anderfit machine learning model 15 that showed an ad for M:;L?l;m e

= Mcom@jobs L

ot a suitable model. men more often Hhay |
wolmen. haw it showed the ad +o




uwH' (AKA activation function) is 4

= Mmlabclcd Data is a desiguatiou

for pieces of data that have vot
__ been tagged with labels identifying
tharacteristics, properties or
classifications. Unlabeled data is
~ ypically used in various forms of
machive learuivg,

| feature of an ANN +Haa+ decides if 4

hearon should be activated or not. Au
example of a unit is Hhe Standard

| nfegrated circuit Hhat con be "ON" 1 MWSMP&N]SM Hearning is an WL |

~(1) or "OFF" (p) d@p@mdm@ 01 s technigue Hhat mainly deals wi+h q
leWrs‘ and which is similar +o e unlabeled data. T+ allows +he model

— behavior of linear perceptron in veural | T Work on its owm +o discover
networlks, - Pattervs and information +hat was

Previously undetected, Alse known as

self-organization, unsupervised &
learving allows for modeling of =
probability densities over mputs,




\/eo+oriw+iow Is a techvique by

which you can make our code
execute fast. Tt is a very
interesting and important way
to optimize algorithims when you
are implementivg i+ from
scrateh. vectorization furns a
piece of text into a vector. A
vector is simply an array of
numbers.

\/al’\dm’\ow is a process nsed, as

part of Traiing, +o @\/aler@ the
aunality of a machine learning model
using the validation set. Becanse
e validation set 1S d\isp\vwr from
he traiing set, validation helps
ensure Hhat the model’s
performance oeveralizes beyond

the training set.

-

V’lsmaliwﬂom of Data is the

grophical representation of
information and data. By using
Visual elements like charts, araphs,
and maps, data Visualization tools
provide an accessible way to see
and understand trends, outliers,
and patterns in data.



"\::<—’/‘f\\‘ —~

\/oil& (Jupyter) is a new Python

package and a recent addition +o the
Jupyter Notebook ecosystem, which
can turn any Jupyter notebook vto
standalone web applications. Tt
allows conversion of Jupyter
Notebooks iuto interactive
dashboards that can be shared with
others. Tt is secure and customizable
thus, allowing control over what
readers experience.

Varmvnc@ Erroris an error from

sensitivity to small fluctuations Toa
n the traiving datase+

csﬁmmcd by a machive learning
algorithm. High variance can |
cause an algorithm +o model +he

random voise v +he +mimim@ data
rather than +he mtended
outputs tHius overfitting, »

{ “3




Sy

== \/avﬂs\/\'\wo) Grodient 1s a problew that
ep neural networks,

typically recurrent nenral networks, that
uee activation functions whose gradients
rend o be small. Becanse these small
gradients are multiplied durivg
———  Lackpropagation, they +end +o "Vomish'
—— thronghout +the layers, preventing the
network from learning lonay-term
—  dependencies. Common ways o counter
this problewm is To Us€ activation functions

e ReLUt or LSTW that do ot suffer
———— from swall gradients.

| happens \n very de

\V/
ol Viagram is a diagyram created

by sc ‘ '
E\;c“;;;@m’mg pPonts at randowm ou 4
plavne. T+ is +)

" € computati
ngl/rVil:;;\{ c;mc@;ﬁ that rcpr@;m—iﬂom{

‘ ot the given ‘
i oW space nto reg)
i ounds d@w“@rvmme&i by dista v
i ified family of objects etes

n_machi ‘ ‘

hive learning, Vorowoi diaorams are

used +o do 1
_ 1-nearest wei
tlassifications, Fneighver



https://en.wikipedia.org/wiki/Machine_learning
https://en.wikipedia.org/wiki/K-nearest_neighbor_algorithm

e '
'~<_.;;; . .
W eapovization refers 1o the

fact that machine learning 15
W making the creation of malware
aveNet is a dee ant ‘ easier, faster and cheaper,
p autoregressive | | ymeauing that oropizations should

K/V‘O‘?lfi f svl’mgf\gcmﬂmq W\mm,nk@ srepare for an m?sg\r@q v the =
o A V;?d\/«; la:who s fed as volume and sophistication of W .
o S i hen it takes the — oyberattacks. eights are learnable
The techvigue @@M@riiomer lovel. _ parameters of a machive learn
realistic humavlike Vol S — | model. Weights control the si “4[@
modelling Wﬂ\\/@formgom‘s by directly (or the strewgth of the Ha
ST Ay nsivg a neural convection) between +wo neurou

: Tv other words, a weight d@&i&l@ss\

how much influence the input will

have on the output,




s \/\’ rangling of Data is the process

 make (T

of cleaning)

and Aranstorming datafo |
ore appropriate for data

analysis. The process @@m@mllq
follows These main steps:

a) exploring the row
checking the genera
dataset;

b) +ransforming ¥
¢) validating and P

data and

| dquality of the

e raw dota; and

plishing the data.

Workspacc - Azure is the Top-level

r@soqrc@ for Azure Machine Learnivg
Pffovwﬁmg a centralized place +o work/
With all the artifacts You create when
You use Azure Machine Learnivg. The
wo&;mce keeps a history of all
trainivg ruws, meluding logs, metrics,

output, aud a suapshot of your
Seripts,

Wordz\leo Is ove of the most popular

techniques to learn word embeddivgs
nsivgy shallow neural networks. It is a
statistical method for efficiewtly
learving a standalove word embeddivg
from a text corpus. Word2\Vec was
developed by Tomas WMikolov, et al. at
Google 1 2012 as a respouse to make
the neural-network-based traivivg of
the embedding more efficient and sivce
thewn has become the de facto standard
for developing pre-traived word
embeddivg,.



Xperivncvﬂ' 1S a logjical container

m an Azure WL Workspace that
helps you organize the model
traiving process. Tt Nosts ruv
records which can include ruv
metrics and ontput artifacts
from your experiments.

Xplaivmbiliﬂ Is the degree +o which +he

Mner workiw@s of the model can be examined
understood, and explained. Ove of e /

= challenges with WMachine Learning models is

their opacity. This OPACITY depends a lot on
the class of algorithms used +o +rain the
mo&iql\ Decision Trees produce the lowes+
OPACIty trained models which are essentiall
self—@xPlamm”om, while Deep Neural \4
Networks tend +o produce the most opague
models that are auite difficult +o understand
and explaiv even for the experts.

~ ~

X@ﬂ%osﬂ' IS an open-source software

library which provides a aradient
boosting framework for C++, Java,
Python, R, Julia, Perl, and Scala. T+
aims to provide a "Scalable, Portable
and Distributed Gradient Boosting
(GPWM, GBRT, GBDPT) Library". T+
runs on a single wmachine, as well as
the distributed processing
frameworks Apache Hadoop, Apache
Spark, and Apache Flink.



e

Xplomi'om Data Analysis (EDA) 15 v

approach 1o analyzing data sets +0

: : : _ Xﬂ’a& [
summarize thelr mawv characteristics, Tive Sentence Summarization

ofren with visual methods. This can be picks a sentence dir
oo \dnd of readable format like an Excel based on a scorin ;cﬂ‘{ from a document
— | spreadsheet or 4 complex visual model coherent Sr/umvm;? -{?T,]Vrlom to create g
— tpat visualizes data powts. An w-depth extractive 56w+@mz‘@ ; ﬂow- o
exploration Means SAructuring and mvolves fiy dim@ Sali@;rmmamwﬂom
——  visualizing data so that patterns, computting TF metric com+‘@m+ by
outliers, anomalies, and other factors tan sentences based on +|j , Storing the
be identified. and producing a smvmvmjr}\f{@]l;resjmmﬁom
ased on K-

== 7 Most Important sentences




m—— ] \’I arowsky Alo)or\+V\W\ 1S aw (Amsmper\/’\s@d

———  learming algorithm Hhat nses Jr\/\.@ .
collocation and disconrse properties o

rd sense
humam langnanes for wo ‘ |
disambiguation. The al@or\ﬂ/\\m .GOV\S\S*’S of
+wo loops; the inner loop which 1S 4

cupervised learning al oritlm and Jr\/\@Jr {
outer loop which 15 ouided v seed set o

rules o start with thev ass\oM labels o
Aveled data n each iteration.

unl

=
SrIEE S

\/OLO IS an acrowym standing for +he

phrase ”\(om Ouly Look Owce” and refers +o
a fast object detection algorithm. Previous
a++@mp+s at lamil&liv]@ object detection
algorithims invelved running object
d§+ac+ors or object localizers multiple
+IVV16‘S over a single image. Instead of
‘me@qu maltiple executions over a single
Mage, 1OLO detects objects by sending an
Image H/womql/] a siwgle forward PASS ’
through a convolutional neural network,




z—Jreer is a family of_stJr’\er‘\ml

)

Zcro-Sl/lo+ Learning is an wiL

setup problem where during
Jr@erimg, a classifier aAssesses
samples from classes +hat were not
trained and predicts +)e category

where they belovg to, ZSL s widely =

studied in computer Vision, NLP aund
maclnimc perception and can be
Viewed as an extreme case of
domain adar+ation,

rests that assumes a wormal

Jistrilution model 0 compute +q5+
- ototistics. TS nsed fro derermmne
whether TWo Popmlmhog means are
different whew +he var\qmcgs lare ;
_ Lnown and the sample 512815 da‘\;@ :
The standard deviation shoutl @‘0
Lnown for an accurote e-rest 1o e

pert ormed.

Z@ro-mdoliwg, n convolutional

neural wetworks, refers to
smrrommdm@ a matrix with zeros.

This helps preserve features
that exist at the @d@@g of the
original matrix and control the

size of the output feature wmap.

Z—soor& also called a standard

score gives you av idea of how far
from the mean a data point is.
But wore techuically it's a
measure of how many standard
deviations below or above the
population mean a raw score 1s.



http://mlwiki.org/index.php/Hypothesis_Testing
http://mlwiki.org/index.php/Normal_Distribution

